The objective of this lab is for you to program Gaussian classifiers in Matlab and apply them to some datasets. The TA will first demonstrate the results that Gaussian classifiers (of various covariance matrix types) give on toy datasets and the MNIST dataset, including the corresponding ROC curve or confusion matrix. Then, you will program them, replicate those results, and further explore the datasets and classifiers. You can use the textbook, lecture notes and your own notes, as well as the Matlab functions we provide in the course web page.

I Datasets

Construct your own toy datasets in 1D and 2D, such as Gaussian classes with more or less overlap, or classes with curved shapes as in the moons dataset. You will also use the MNIST dataset of handwritten digits 0 1 2 3 4 5 6 7 8 9.

II Implementing and using a Gaussian classifier

In a Gaussian classifier, for each class \( k = 1, \ldots, K \), the class-conditional probability distribution \( p(C_k | x) \) for a point \( x \in \mathbb{R}^D \) is a Gaussian distribution with parameters \((\mathbf{\mu}_k, \mathbf{\Sigma}_k)\) (mean vector of \( D \times 1 \) and covariance matrix of \( D \times D \)). Also, each class has another parameter, its proportion \( \pi_k = p(C_k) \in [0, 1] \) (its prior distribution). We will consider 6 types of covariance matrix \( \mathbf{\Sigma}_k \):

<table>
<thead>
<tr>
<th>Non-shared (separately for each class)</th>
<th>Shared (equal for all classes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full</td>
<td>( 'F' : \mathbf{\Sigma}_k )</td>
</tr>
<tr>
<td>diagonal</td>
<td>( 'I' : \mathbf{\Sigma}_k = \mathbf{\Sigma} \forall k )</td>
</tr>
<tr>
<td>isotropic</td>
<td>( 'D' : \mathbf{\Sigma}_k = \mathbf{D} \forall k )</td>
</tr>
<tr>
<td></td>
<td>( 'i' : \mathbf{\Sigma}_k = \sigma_k^2 \mathbf{I} )</td>
</tr>
</tbody>
</table>

You need to solve two problems:

- **Training**: to learn the parameters \( \{ (\pi_k, \mathbf{\mu}_k, \mathbf{\Sigma}_k) \}_{k=1}^K \) from a training set. This is given by the maximum likelihood estimate (MLE). For the prior distribution and mean vectors, this is:

  \[
  \text{prior distribution: } p(C_k) = \pi_k = \frac{N_k}{N} \quad \text{mean vector: } \mathbf{\mu}_k = \frac{1}{N_k} \sum_{C_k} x_n
  \]

  where the sum above is over the data points in class \( k \). For the covariance matrix, the MLE depends on the type of covariance:

  \[
  \begin{align*}
  'F' : \mathbf{\Sigma}_k &= \frac{1}{N} \sum_{C_k} (x_n - \mathbf{\mu}_k)(x_n - \mathbf{\mu}_k)^T \quad \text{(the covariance of points in class } k) \\
  'D' : \mathbf{\Sigma}_k &= \text{diag}(\mathbf{\Sigma}_k) \quad \text{(the diagonal elements of } \mathbf{\Sigma}_k) \\
  'I' : \sigma_k^2 &= \frac{1}{D} \sum_{d=1}^{D} \sigma_{kd}^2, \text{ where } \sigma_{kd}^2 = d\text{th diagonal element of } \mathbf{\Sigma}_k
  \end{align*}
  \]

  So the shared-case MLE is the weighted average of the non-shared MLE over the classes using \( \pi_k \) as weights.

- **Testing**: to compute the posterior probabilities \( \{ p(C = k | x) \}_{k=1}^K \) for a test point \( x \) (typically not in the training set, although it can be any point in \( \mathbb{R}^D \)). We have done this for you in \texttt{GMpdf.m}, see \texttt{lab02.m}.

  Given these posterior probabilities, we can classify \( x \) as \( \text{arg \ max}_{k \in \{1, \ldots, K\}} p(C = k | x) \), or construct an ROC curve (for \( K = 2 \)) or confusion matrix (for any \( K \)) over a test set.

For each classifier, plot the following figures:

- For 1D datasets: \( p(x|C), p(x|C)p(C), p(C|x) \), for each class \( C = 1, \ldots, k \), and \( \text{max}_C p(C|x) \) for each \( x \) value.

- For 2D datasets: contour plot of \( p(x|C) \) for each class and class boundaries.

- For any dataset: plot either the confusion matrix (for \( K > 2 \)) or the ROC curve (for \( K = 2 \)) and give the area-under-the-curve (AUC) value.

Explore your classifiers and plots with different datasets, number of classes, classes with more or less overlap, etc. See the end of file \texttt{lab02.m} for suggestions of things to explore.
III What you have to submit

Follow these instructions strictly. Email the TA the following packed into a single file (lab02.tar.gz or lab02.zip) and with email subject [CSE176] lab02:

- Matlab code for the functions GMclass.m, roc.m and confumat.m, using the templates provided. Read carefully the templates to understand what each function should do; the functions should work when called from lab02.m. Look into GMpdf.m (from the Gaussian mixture tools) to understand the structure we use to store a Gaussian mixture (or, equivalently, a Gaussian classifier).
  Note: you are not allowed to use any functions from the Matlab Toolboxes (in particular, the Statistics and Machine Learning Toolbox, or the Neural Network Toolbox). You can only use basic Matlab functions.

- A brief report (2 pages) in PDF format describing your experience with different datasets, covariance types, etc. as suggested above.
  The more extensive and insightful your exploration, the higher the grade. Be concise. Don’t include code or figures, we can recreate them by running your functions and lab02.m. Indicate the part that each member of the group did.

**Important:** look at lab02.m and understand how it works (in particular, the plots it produces). It will help you to become proficient in Matlab and produce plots on your own in future labs.